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ABSTRACT

Low-rank adaptation (LoRA) is one of the most popular technique for parameter-efficient finetuning
of a Large Language Model (LLM). For this project, I propose using LoRA to finetune an LLM on
course materials to act as an AI tutor. The finetuning process should give the model knowledge of the
course materials that the base model does not sufficiently possess.
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1 Introduction

LLMs have demonstrated the ability to be an unsupervised multitask learner (1) and a few-shot learner (2). Thanks
to the efficient Transformer architecture (3), the sizes of language models are successfully scaled up to build more
and more powerful models. This larger sizes also come with prohibitively expensive training cost in all phases, from
pretraining to finetuning, which can reach up to hundreds of millions of dollars for the current state-of-the-art models.
Due to this limitation, parameter-efficient finetuning methods can help individuals and organizations finetune large
foundation models with much smaller computing budgets. LoRA (4) is one of the leading technique for finetuning
LLMs, and its small weight size makes it an ideal candidate for my project with limited computing resources.

2 Background

2.1 Autoregressive Large Language Models

LLMs are language models based on the Transformer architecture. The Transformer learns sequence modelling tasks
using multi-headed self-attention modules, which compute the dot product between all pairs of tokens within a given
context windows. This self-attention mechanism comes in two flavors: the encoder and the decoder (Figure 1. The
Transformer decoder is different from the encoder in the way that half of the decoder’s attention matrix is masked. This
masking prevents the decoder from seeing the future tokens. Because of this property, autoregressive LLMs, which
are trained to predict the next tokens, utilize the decoder-only architecture, while masked LLMs, such as BERT (5),
utilize the encoder-only architecture. There are also encoder-decoder models, but decoder-only architecture is the most
popular now due to the success of autoregressive LLMs. For this project, I will choose an open-source decoder-only
LLM as the foundational model, with a maximum size of 7 billion parameters.

2.2 Low-rank Adaptation

LoRA is a popular parameter-efficient finetuning technique, widely used in both image generation diffusion models and
text generation language models. This method attempts to finetune by training only the residue of finetuned weights
compared to base weights while keeping the base weights frozen. Crucially, the residue weights are decomposed into
a product of two matrices of much lower ranks (Figure 2, thus substantially lowering the total amount of trainable
weights during the finetuning process. Another advantage of LoRA is its adaptability. The user can insert specific
LoRA weights into the base models to give it additional functionalities specifically trained in that set of LoRA weights.
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Figure 1: Transformer architecture from the original paper. The encoder modules are on the left, and the decoder
modules are on the right of this figure

Different sets of weights can be substituted in depending on the purpose of the user. For a tutoring chatbot, each set of
LoRA weights can contain be trained on one specific course/subject. The same base model can then act as a tutor for
any subject when it’s hooked to the that subject’s set of LoRA weights. For the purpose of this project, I will only train
one set of LoRA weights for one subject.

Figure 2: Low-rank adaptation method

3 Implementation

3.1 Foundational Model

I plan to use a foundational model with a maximum size of 7B parameters due to limited computing resources. This is a
popular parameter size for many open-source LLMs, such as Llama (6) or Alpaca (7). If 7B parameter models are still
too intensive to train, smaller models in the 2B-3B parameter range will be used. Further experimentation is needed to
determine the feasibility of finetuning a 7B parameter LLM.
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3.2 Dataset

The dataset will be text corpus extracted from pdf slides of this course, CISC 6210 Natural Language Processing.
These slides contain a variety of topics in NLP, some of which might already be in the foundational model’s training
dataset. However, there will be contents where these base models don’t have access tom such as new contents or private
contents. Furthermore, the smaller sizes of these models, usually ranging from 2B to 7B parameters, will limit them
from performing well at answering questions about the course materials. Thus, LoRA finetuning will help the model
acquire additional domain knowledge required to be a tutor chatbot.

3.3 Computing Resources

I plan to use Google Colab to utilize its GPU capability and ease of use with setting up the environment and necessary
dependencies. Further experimentation will determine the computing resource needed to train the LoRA weights, which
will dictate whether I can use a 7B parameter. If computing resources needed become excessive, I will choose a smaller
2B or 3B parameter model. Colab Pro is also an affordable option for increasing the amount of computing resource and
decreasing the model training time.

4 Conclusion

The project will be carried out in the next two weeks. If successful, it can be expanded by training multiple sets of
LoRA weights for multiple different courses.
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